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Decision Trees
	Every now and then, managers are faced with the responsibility of making a decision. In order to make an effective decision, a manager must comprehensively consider various parameters. Additionally, the manager must weigh various alternatives in order to come up with the most effective decision. Sometimes evaluating the diverse factors and alternatives becomes a complex process. As such, managers are compelled to use decision making tools or models in order to make a competent comparative. The decision tree is one of the tools that managers use to simplify the process of decision making. The decision tree is a basically an analysis diagram that allows the decision maker to explore all the alternatives and project their distinct outcomes (Jain and Srivastava, 2013). This paper will expound on the process of developing a decision tree using an illustration of a personal decision.
	Notably, a decision tree consists of nodes and branches originating from the initial decision. The first step in developing a decision tree is for the decision maker to decide on the decision that needs to be made and represent it with a square. Subsequently, branches originating from the square should be drawn to represent the alternatives. The alternative should be written along the respective branch. The decision maker should then evaluate the outcomes of each alternative. If the outcome leads to uncertainty, a circle should be drawn to represent a chance event. On the other hand, if the outcome of an alternative necessitates making another decision, a square should be drawn at the end of the branch (Stevenson, 2018). The process is continued until the decision maker exhausts all the alternatives and outcomes. 
Decision tree
	In my case, I had some savings and I had not decided whether to invest or buy a car. Therefore in my decision tree, the first square represents the decision to use the saving. I draw two branches originating from this decision. One branch represents the buy car decision while the other represents the investment decision. Still, if I have to buy the car, I have to consider if the savings is enough to purchase the car. Therefore, I draw a square on the buy car branch, to portray that I am faced with another decision. I might decide to purchase a cheaper car or borrow a loan if the money is not enough. Therefore, I draw two branches originating from the decision point. The decision to purchase a cheaper car directly leads me to the first payoff. On the other hand, the decision to borrow a loan comes with the liability of interest and then proceeding to yield the second payoffs. 
	Alternatively, the investment branch from the initial decision point leads me to make further decisions on how to invest the money.  I have the option of buying bonds, stock or starting a business. If I buy the bonds, I go directly to the fourth payoff. If I invest in stock, there is a probability that the stock prices may rise or fall taking me to the fifth and sixth payoff. Also, if I settle for the business, there is a chance that it may fail or be successful thus yielding the seventh and eighth payoffs.
	Notably, the tree diagram can go on and on due to the number of alternatives, and outcome available. As such, Fernández-Delgado (2014) stated that the complexity parameter is used to regulate the size of the decision tree. The decision tree is stopped when the cost of an additional parameter on a node exceeds the complexity parameter. In this way, the decision maker is able to parameterize the outcomes while optimizing the size of the tree decision.
	After completing this step, the subsequent step entails analyzing the outcomes in order to calculate the expected value. Notably, the solution or the effective decision cannot be obtained by looking at the face value of the decision tree. The decision maker must, therefore,  weigh the alternatives and the outcomes in order to make a comparison of taking different actions. Besides, other factors such as risks, the effect of the decision, and the reactions of those who will be affected by the risk must be put in consideration. As such, the information from the decision tree is incorporated with other relevant information in order to come up with an effective decision. For instance, the effect of the risk on the shareholders or employees may not be depicted in the decision tree. Also, information such as the nature of the risk; for instance, whether its insurable, short-term, avoidable may not be included in the decision tree. It is therefore important that the manager incorporates external findings to the findings of the decision tree while making the decision (Salles, 2015).
	According to Jain and Srivastava (2013), the expected value is calculated in order to weigh the merit of each decision option. A higher expected value portrays a better alternative. The expected value at each chance event is equivalent to the probability of the event happening and the payoff value. for the first payoff results from buying a car if the savings is enough. The worth of the car will be equal to the savings. Therefore:
1st payoff = 50,000 (0.8)= 40,000
The second payoff results from buying a car at a loan. This will lead to a loss of 5000 in intrest.therefore:
Second payoff = 45,000 (0.3)=  13,500
The third payoff results from buying a car at a cheaper price whereby the decision maker will retain the value of his saving in the car. Therefore:
3rd payoff = 50,000 (0.7) = 35,000
The fourth payoff will be obtained if he buys the bonds.
4th payoff = 80,000 (0.25)=20,000
The fifth payoff involves a chance event if he invests in a business. Therefore:
5th payoff= 100,000 (0.7)+ 30,000 (0.3)= 79,000
The sixth payoff if he buys the stock also involves a chance event. Therefore;
6th payoff = 30,000 (0.4)+80,000(0.6)= 60,000
	Based on the decision tree, and the expected values, the least desirable decision would be to buy the car by borrowing a loan to add to the inadequate savings. on the other hand, starting a business has yielded the highest payoff. Therefore, the best decision would be to start a business.
	In conclusion, a decision tree is an analytical tool that is used to compare alternative decisions and outcomes in order to come up with an effective decision. The common features in a decision tree include the nodes, (decision points and chance events) and the branches. Parameterizing the decision tree ensures a workable and optimal size for the tree. After drawing the tree diagram, the expected values are calculated; higher expected values depict better alternatives. The decision maker considers the expected value and vital factors such as risk and economic factor to come up with the final decision.
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